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Abstract
Today’s scientists rely on scientific artifacts developed by others
for their work. Individual scientists often have limited capacity to
assess the validity of these resources. When errors are not caught,
scientists produce second-generation errors. We say that a pub-
lication propagates unreliability when the main contribution of
the publication becomes unreliable by using an unreliable source.
An approach for checking whether publications propagate unrelia-
bility should satisfy three requirements, in priority order: (1) not
miss any publications that propagate unreliability; (2) provide ra-
tionales; and (3) identify all publications that do not propagate
unreliability. We consider three approaches: a base approach using
metadata of the citing publications and the section headings of the
citation contexts; and supplementing the base approach with either
keyword-based or machine-learning-based modules. The base ap-
proach is the most generalizable. Approach-KW (base+keyword)
provides concrete rationales, which could be important for convinc-
ing authors and editors to take action to update publications that
propagate unreliability. Approach-ML (base+machine learning) has
the best performance. Future work should develop a more general
framework using multiple case studies. We will build a human-in-
the-loop alerting system that digital library maintainers, editors,
and authors could use to triage publications that may propagate
unreliability, and maintain the quality of scientific digital libraries.

CCS Concepts
• Information systems → Digital libraries and archives; •
Applied computing→ Document metadata.
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1 Introduction
Today’s scientific research is a collaborative enterprise. Scientists
rely on scientific artifacts developed by others for their work, from
knowledge claims to datasets and computer programs. Individ-
ual scientists often have limited capacity to assess the validity of
these resources: a biologist may not know that the cell lines they
use have been contaminated [3]; an organic chemist following a
well-known computational chemistry protocol may not know that
one of its scripts may malfunction on their Mac computer [2]; a
computer scientist may not know that their deep-learning algo-
rithm’s outstanding performance in reconstructing medical images
is the result of hidden data processing pipelines applied to their
dataset [16]. In unlucky circumstances, when errors are not caught
in time even after comprehensive validations, scientists produce
second-generation errors that unsuspecting future users may con-
tinue to rely on for their work, sometimes for years before the
underlying first-generation errors are noticed.

Figure 1: Not all citations propagate unreliability.
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We coin the term “unreliability propagation” to refer to error
propagation of this sort: First-generation errors such as the misiden-
tified cell line and the malfunctioning script turn into second-
generation errors such as false claims about diseases and incorrect
chemical structures when new work incorporates these unreliable
artifacts and cites them as (unreliable) sources. We say that a publi-
cation propagates unreliability when the main contribution of the
publication becomes unreliable by using an unreliable source.

Such unreliability propagation threatens the quality of scientific
digital libraries. Digital libraries must flag publications using an
unreliable source and record whether their reliability was reviewed,
the review date, review method (automatic or manual by authors
or editors), and whether the publication needs correction.

Current approaches to handling publications that may propa-
gate unreliability are either precise but time-consuming (through
100% manual checking in editorial offices or deep conceptual model-
ing [6]) or so automated (e.g., [19]) that experts are unlikely to fully
rely on them. Tracing whether a given publication relies on any
unreliable source is particularly important because the problems
with a source could be detected at any time, even after decades [21].

Our goal in this paper is to design an approach that balances scal-
ability and trustworthiness when checking whether a publication
propagates unreliability. We experiment on designing a triage ap-
proach for the citing publications of one unreliable source [24]. Our
experimentation and design process aims to answer the following
questions:

RQ1: How can we triage citing publications based on their risk of
propagating unreliability at scale?

RQ2: How well does each triage approach work and how explain-
able are the triage results?

RQ3: Can we use scientific digital library infrastructure to collect
relevant data for triage?

2 Background
2.1 Existing approaches to unreliability

propagation
To identify publications that propagate unreliability, researchers
have developed approaches for auditing literature that cites unre-
liable work, relying on the fact that not all citations are equally
influential in citing publications [5]. Fu and Schneider [6] devel-
oped the keystone framework and proposed its use for identifying
publications whose content may be significantly affected by the
unreliable sources they cited. Usman and Balke [19] developed ci-
tation intent analysis to determine whether a citing publication is
dependent on retracted publications.

However, identifying publications that propagate unreliability
is not well-addressed in current real-world digital libraries. Some
digital library services identify publications that have been for-
mally or informally flagged as unreliable. Very rarely, unreliable
sources in bibliographies are flagged (e.g., PubMed Central labels
retracted publications in red). Typically, to determine that a source
publication is reliable, readers must click the CrossMark button to

check whether a publication is up-to-date [12], install a plugin (e.g.,
PubPeer1, RedacTek2 [4]), or look the publication up on a website.

Among unreliable publications, retracted publications have re-
ceived the most attention. One study found that biology publi-
cations citing retracted sources were more often retracted [29],
perhaps in part due to the propagation of unreliable information.
Yet retraction does not curtail the citation of retracted publica-
tions [14, 20]. To address this, the RetractoBot randomized con-
trolled trial is testing whether alerting authors that publications
they previously cited are retracted reduces future citations to re-
tracted publications [22]. Meanwhile several citation management
tools flag retracted publications whose DOIs are found in Retrac-
tionWatch [13]. For instance, RedacTek [4] flags publications citing
retracted sources through three generations of citations.

2.2 Editorial processes
Editorial processes for quality control of manuscripts and scientific
publications rely on domain experts. For peer review, responsible
use of automated screening must supplement, not supplant, human
editors and peer reviewers [15]. In checking for research integrity
issues, automated tools can aid but not replace domain experts.
For instance, Acuña et al.’s automatic detection of image reuse is
designed to be checked by academic research integrity offices [1].

3 Task formulation
Digital libraries should flag publications using an unreliable source,
and then determine which publications are the most likely to prop-
agate unreliability. These high-risk publications need review by
authors or editors. Specific, persuasive rationales could increase
authors’ and editors’ willingness to check and update high-risk
publications that may propagate unreliability.

Not all citations propagate unreliability. However, for a given
unreliable source, each citing publication needs to be checked to
assess whether it propagates unreliability, as shown in Figure 1.
Unreliability can propagate at least to a second generation [14],
also indicated in the figure. Ideally, the entire citation network of
the unreliable source would be checked for unreliability [20]. This
requires a scalable triage approach.

3.1 Requirements analysis
We identify requirements for a scalable triage approach:

Input. The input is a single unreliable source.

Output. The output is a risk level and a rationale.

Performance measures. In priority order:

(1) Do not miss any publications that propagate unrelia-
bility: Minimize false negatives, compared to experts.

(2) Provide rationales: Explain the risk level.
(3) Remove all publications that do not propagate unrelia-

bility: Minimize false positives, compared to experts.

1https://pubpeer.com/
2https://redactek.com/
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3.2 An example unreliable source
To develop a scalable triage approach, we start with a detailed exami-
nation of a single unreliable source, design and compare approaches,
and envision what will generalize to other unreliable sources. The
unreliable source we experiment with is a computational chemistry
protocol published in 2014 [24]. The protocol is used to predict
Nuclear Magnetic Resonance (NMR) spectra, which in turn, assists
organic chemists in characterizing the structure of newly isolated
organic compounds. But an organic chemist may not know that one
of its Python scripts malfunctions on their computer. Applying the
protocol in different operating systems returns different values, as
shown in Figure 2, resulting in malfunctions on some UNIX-based
systems, as reported by Neupane et al. [2]. The original protocol’s

Figure 2: The calculation using some UNIX-based systems re-
turned incorrect values. Reprinted with permission from [2].
Copyright 2019 American Chemical Society.

authors subsequently published an addendum announcing updates
to the Python script that avoid the code glitch [25]. Figure 3 shows

Figure 3: Timeline of reporting and correcting the code glitch
related to Willoughby et al., 2014.

the timeline for reporting and correcting the code glitch.
We chose to use this example for our work because it is a con-

crete example of unreliability propagation. The protocol is “one
of the most read and highly cited works in the field” [11] and was
previously examined in a small-scale case study [6]. The code glitch
in the protocol is relatively easy to understand. It is limited to
one script and is solely computational, based on file-sorting mecha-
nism differences between two families of commonly used platforms,
UNIX-based systems (Linux and Mac OS) and Windows.

4 Experimentation
4.1 Data collection
On July 6, 2023, we identified publications citing Willoughby et
al., 2014 and retrieved the metadata of 277 citing publications from
Web of Science (WoS) and 285 citing publications from Scopus.

After merging the dataset and removing duplicate items, 286 citing
publications remained. We removed 2 publications that are not in
English, leaving 284 citing publications in our dataset [28].

4.2 Initial manual extraction of citation
contexts

One author (HZ)manually extracted citation contexts ofWilloughby
et al., 2014, resulting in 401 citation contexts extracted from 284
English-language full texts.

A citation context is a text (typically a clause, one or more sen-
tences, or a paragraph) [17] in a scientific publication that contains a
reference to the citation; Figure 4 shows an example. Author names,
publication year, or bibliography entry number may be used as the
citation marker for a publication.

Figure 4: The publication “Fu & Schneider, 2020” uses the
citation marker “25” to refer to Guillen et al., 2019 in the bib-
liography. The text in blue is the citation context of Guillen
et al., 2019. “[8, 25]” is the full citation marker.

4.3 Manual annotation by chemistry experts
First, one chemistry domain expert (YF) spent 40+ hours annotating
the corpus of 284 citing publications, using publication metadata
and full text. To create a silver standard [28], we made a proto-
col [27], selected a representative sample of publications, then a
second chemistry expert (contributor EV) annotated them, and we
discussed and reconciled differences.

To select a representative sample, we (MJS) turned our full dataset
of citation contexts into word embeddings, clustered them using
similarity measures via BERTopic [7] with HDBSCAN algorithm,
and selected representative citation contexts based on the centroids
of the clusters.3 Then the second chemistry expert (contributor EV)
annotated the 77 publications associated with the citation contexts,
which took 9.5 hours. Before chemistry experts YF and EV discussed
differences in annotation together with JS, interannotator agree-
ment on the double-annotated sample was .34 (fair agreement [9]),
and after resolution of resolvable differences, interannotator agree-
ment was .70 (substantial agreement [9]).

For the remaining 9 publications on which annotators still dis-
agreed, JS made a reconciliation policy in consultation with YF,
and YF updated the annotations, resulting in the silver standard
we use for evaluating our triage approaches. The silver standard

3https://doi.org/10.5281/zenodo.13921537

https://doi.org/10.5281/zenodo.13921537
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categorized 86 (30.3%) publications as at risk of propagating unreli-
ability and 198 (69.7%) publications as not at risk of propagating
unreliability, with a rationale justifying each category.

5 Results for RQ1: Triage approaches
Figure 5 shows our overall triage strategy, which gives rise to three
approaches: the base approach, Approach-KW, and Approach-ML.
The base approach uses metadata and bibliographies of the cit-
ing publications (Stage 1) and the section headings of the citation
contexts in which Willoughby et al., 2014 was cited (Stage 2). The
other two approaches augment the base approach by analyzing the
text of citation contexts (Stage 3) in two different ways, using ei-
ther a keyword-based decision tree for Approach-KW or a machine
learning-based model for Approach-ML.

Figure 5: Our 3-stage strategy for determining the risk level.

5.1 Base approach (Stages 1 and 2)
First, we use the information easiest to retrieve from scientific
digital libraries: metadata of the citing publications, including their
bibliographies and publication types. Then, we extract information
from the full text of citing publications: the section headings of the
citation contexts and the citation contexts themselves.

Author HZ identified three questions that can be used to deter-
mine publications at negligible risk of propagating unreliability,
when it is a review; when related corrective publications appear
in the bibliography; or when the relevant citations appear only
in the introduction section. Since these questions use limited do-
main knowledge, they are likely to be adaptable to other empirical
research.

Q1: Is it a review according to Scopus or WoS? (retrieval date: Novem-
ber 25, 2023)
Since a review discusses published research, its main contri-
bution is not expected to depend on the protocol’s unreliable
Python script. Hence we presume that review publications do
not propagate unreliability due to the code glitch.

Q2: Do at least one of Neupane et al., 2019 or Willoughby et al., 2020
appear in the bibliography?
We presume that the main contribution does not propagate
unreliability when authors show awareness of the code glitch
by citing Neupane et al., 2019 (which reported the code glitch)
or Willoughby et al., 2020 (which corrected the code glitch).

Q3: Does the introduction section contain all the citations toWilloughby
et al., 2014?
A citation context in the introduction section is often used for
introducing the research field or key background. Therefore,
if all the Willoughby citation contexts are in the introduction
section, then we presume that the publication does not apply
the protocol to support its main contribution.

5.2 Approach-KW uses a keyword-based
decision tree module for Stage 3

To handle citation contexts, chemistry domain knowledge could be
used. From the citation contexts and full texts, author YF identified
keywords that elevate (Table 1) or reduce (Table 2) the risk that
a citing publication propagates unreliability. This resulted in two
questions about the text of the citation contexts, used in Approach-
KW:
Q4: Does any citation context of Willoughby et al., 2014 contain one

of the risk-elevating keywords in Table 1?

Q5: Do all citation contexts of Willoughby et al., 2014 contain one of
the risk-reducing keywords in Table 2?

The decision tree shown in Figure 6 uses binary questions from
the citing publications’ metadata, bibliography, and citation con-
texts from the full texts. The order of the nodes in the decision tree
was determined by the feasibility of answering the questions.

The answers to questions determine the path through the deci-
sion tree to exactly one leaf node (labeled as “high risk”, “medium
risk”, or “negligible risk” to propagate unreliability) and a corre-
sponding rationale justifying the level of risk.

Using the decision tree in Figure 6, we triaged the citing publica-
tions of the protocol into 3 categories from most to least risk:

(1) The citing publication is at high risk of propagating unreli-
ability

(2) The citing publication is at medium risk of propagating
unreliability

(3) The citing publication is at negligible risk of propagating
unreliability

5.3 Approach-ML uses a machine
learning-based module for Stage 3

Approach-ML (Figure 7) swaps a machine-learning-based model
into Stage 3 instead of the keyword-based citation context triage.We
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Table 1: Risk-elevating keywords identified by YF’s manual annotation

Keyword cluster Keywords
Boltzmann weighting Boltzmann
General citation Quantum chemistry calculation; quantum chemical calculation; NMR

chemical shift calculation; NMR chemical shift; NMR calculation; NMR
shift prediction

Python script Python script, script D; script

Table 2: Risk-reducing keywords identified by YF’s manual annotation

Keyword cluster Keywords
Geometry optimization Density functional theory; DFT; geometry optimization; structural

optimization; free energy calculation; structural optimization
Goodness-of-fit MAE; CMAE; R2; statistical error parameter
Conformational search Conformational search; conformational space generation; conforma-

tional analysis; conformational sampling
Solvation model PCM; solvation model
Scaling and referencing factors Scaling; slope; intercept
Basis set Basis set
GIAO method (an approximation) GIAO

Figure 6: Risk assessment using Approach-KW

adapt and retrain publicly available classification code4 for citation
intention analysis [19]. We retrain with an 80%-20% train-test split
on all 296 citation contexts from the 203 publications that were not
handled in Stages 1 and 2, which the first chemistry expert had
previously labeled as Y (at risk) or N (not at risk) purely based on the

4https://github.com/Conferences2023/TPDL

Figure 7: Risk assessment using Approach-ML

content of each citation context. The weighted average of precision
is .70; the weighted average of recall is .70; and the F1-score is .70.5

To get the publication-level risk, we apply the model to all 296
citation contexts from the 203 publications to get their classifica-
tions, then interpret: If any one citation context in a publication is

5The number of false negatives and false positives are the same, resulting in identical
precision, recall, and F1.

https://github.com/Conferences2023/TPDL
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classified as Y then the publication is labeled as high risk, otherwise,
negligible risk.

5.4 Actions for different risk levels
Publications deemed at “high risk” are the most likely to propagate
unreliability. They are likely to have used the erroneous Script D and
reported incorrect chemical structures. Editors and authors must
be alerted, and they need to work together to determine whether a
publication’s main conclusions still hold.

For publications deemed at “medium risk”, the algorithms cannot
rule out the propagation of unreliability, although these publications
lack specific signatures of risk. Domain experts need to review these
publications to determine whether they are “at risk” or “not at risk,”
as our chemistry experts did. Since this step requires extra expert
labor, the number of publications deemed “medium risk” should be
minimized if possible.

Publications deemed at “negligible risk” are unlikely to propagate
unreliability. For instance, they may only cite the WJH protocol as
background information, which has no direct impact on the validity
of the conclusions. Authors do not need to take further action on
publications deemed “negligible risk”.

6 Results for RQ2: Triage performance and
explainability

Next we address RQ2: How well does each triage approach work and
how explainable are the triage results? We assess the performance
of each approach using the requirements (Section 3.1). We treat the
domain experts’ manual annotation of the citing publications as a
silver standard. Table 3 summarizes the triage performance of the
three approaches introduced in Section 5.

6.1 Base approach (Stages 1 and 2)
The base approach (Stages 1 and 2) only triages out publications,
determining that they are at “negligible risk”.6 Based on Section 5.4,
these 203 publications are deemed of “medium risk.” In reality,
the 203 remaining publications would require expert review to
determine their risk levels. For the purpose of evaluation, we regard
the remaining 203 publications as predicted positive (e.g., at risk of
propagating unreliability) for comparing the base approach against
the expert annotations.

Do not miss any publications that propagate unreliability: Mini-
mize false negatives, compared to experts. The base approach triaged
out 81 publications and agreed with expert annotations on 96.6%
(78/81 publications). The false negative rate is 3.5% (3/86).

Provide rationales: Explain the risk level. The base approach pro-
vided rationales for 81/284 (28.5%) publications triaged out in Stages
1 and 2. Rationales for publications at negligible risk are aimed at
readers and would be displayed alongside indications that the pub-
lication was machine-checked:

(1) Human review is not needed because the publication cited
at least one publication that either reported or corrected the
code glitch.

6https://doi.org/10.5281/zenodo.14166498

(2) Human review is not needed because the publication is a
review.

(3) Human review is not needed because there is no citation
context of Willoughby et al., 2014 outside the introduction
section.

Remove all publications that do not propagate unreliability: Min-
imize false positives, compared to experts. The base approach cor-
rectly detected 39.4% (78/198) publications the experts considered
not at risk of propagating unreliability but yielded 60.6% (120/198)
false positives.

Error analysis. Metadata and section headings are insufficient:
to reduce false positives citation contexts are needed. Among false
negatives: For one publication, Scopus classified it as a review but
our experts think it is not a review. For two publications that cited
the WJH protocol just once and only in the introduction section,
we cannot rule out the possibility that Script D was used: in both
cases the introduction section includes the goals of the publication
(to make computational chemistry predictions of NMR) just before
citing the WJH protocol.

6.2 Approach-KW
We combine categories “at high risk” and “at medium risk” from
our approach to compare to the experts’ “at risk” annotations.

Do not miss any publications that propagate unreliability: Min-
imize false negatives, compared to experts. Considering all stages,
Approach-KW correctly detected 81.4% (70/86) publications that
the experts considered at risk of propagating unreliability, and
yielded 18.6% (16/86) false negatives. Only considering Stage 3,
Approach-KW correctly detected 84.3% (70/83) publications that
the experts considered at risk of propagating unreliability, and
yielded 15.7% (13/83) false negatives.

Provide rationales: Explain the risk level. Approach-KW provided
concrete rationales for all 284 (100%) publications, including 203 (71.4%)
publications going into Stage 3. Rationales for high-risk publica-
tions would be sent to authors as a request to update the publication
or certify that no update is needed:

Please recheck the main contributions of [PUBLICATION
TITLE AND LINK]. The unreliable Script D (Neupane et
al., 2019; Willoughby et al., 2020) performs Boltzmann
weighting.We found thesewords: [SPECIFICKEYWORDS
WE FOUND] in your citations toWilloughby et al., (2014),
which increases the likelihood that you have used Script
D, and the main contribution of your publication might be
unreliable. For more information on our approach, please
refer to the attached fact sheet.

Rationales for medium-risk publications would be sent to editors,
to consider whether updates might be needed:

The main contribution of [PUBLICATION TITLE AND
LINK]might be unreliable due to unreliable Script D (Neu-
pane et al., 2019; Willoughby et al., 2020) which performs
Boltzmann weighting. We cannot rule out the possibility
of unreliability because our validation approach could not
decide based on the publication’s keywords, bibliography,

https://doi.org/10.5281/zenodo.14166498
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Table 3: Triage performance of different approach

Approaches False Negative Rate (%) False Positive Rate (%)
Base approach (Stages 1 & 2) 3.5 60.6
Approach-KW (Stages 1, 2, & 3) 18.6 41.9
The keyword-based decision tree module (Q4 and Q5) in
Approach-KW (Stage 3)

15.7 69.2

Approach-ML (Stages 1, 2, & 3) 17.4 10.6
The machine learning-based module in Approach-ML (Stage 3) 14.5 17.5

and article type. For more information on our approach,
please refer to the attached fact sheet.

Rationales for publications at negligible risk are as shown previ-
ously in Section 6.1.

Remove all publications that do not propagate unreliability: Min-
imize false positives, compared to experts. Considering all stages,
Approach-KW correctly detected 58.1% (115/198) publications the
experts considered not at risk of propagating unreliability but
yielded 41.9% (83/198) false positives. Only considering Stage 3,
Approach-KW correctly detected 30.8% (37/120), and yielded 69.2%
(83/120) false positives.

Error analysis. Besides errors inherited from Stages 1 and 2,
which were analyzed in Section 6.1, the experts’ manual anno-
tation and our decision tree approach, Approach-KW, disagreed on
99/284 (34.9%) publications for 2 more reasons:

(1) Some keywords (e.g., “NMR calculation”) are retained in the
risk-elevating dictionary even though they generate false
positives. This is the cause of the high false positive rate in
Approach-KW.

(2) Domain knowledge is required to determine the risk level.

6.3 Approach-ML
Do not miss any publications that propagate unreliability: Min-

imize false negatives, compared to experts. Considering all stages,
Approach-ML correctly detected 71/86 (82.6%) and missed 15/86
(17.4%) publications that the experts annotated as at risk of propa-
gating unreliability, resulting in 17.4% (15/86) false negatives. Only
considering Stage 3, Approach-ML correctly detected 85.5% (71/83)
publications that the experts considered at risk of propagating un-
reliability, and yielded 14.5% (12/83) false negatives.

Provide rationales: Explain the risk level. Approach-ML can pro-
vide concrete rationales for 81/284 (28.5%) publications processed
by Stages 1 and 2 (the base approach) but only provides a mini-
mal rationale for Stage 3 publications: “a machine learning model
determined the risk level”.

Remove all publications that do not propagate unreliability: Min-
imize false positives, compared to experts. Considering all stages,
Approach-ML identified 89.4% (177/198) publications that the ex-
perts annotated as not at risk of propagating unreliability, result-
ing in 10.6% (21/198) false positives. Only considering Stage 3,
Approach-ML identified 82.5% (99/120) publications that the ex-
perts annotated as not at risk of propagating unreliability, resulting
in 17.5% (21/120) false positives.

7 Results for RQ3: scientific digital library
infrastructure

Yes, scientific digital library infrastructure is relevant to collecting
some data relevant to the 3-stage strategy for determining the risk
level (Figure 5):
Data 1 Retrieve and process publication type metadata to identify

reviews for Stage 1
Data 2 Retrieve and process the bibliography for Stage 1
Data 3 Retrieve full text and extract citation contexts and their

section headings for Stages 2 and 3

7.1 Retrieve and process the bibliography and
publication type metadata

We next describe how we collected Data 1 and Data 2 to answer
the Q1 and Q2 in Stage 1.

First, we retrieved the metadata of the citing publications from
WoS and Scopus to answer Q1: Is it a review according to Scopus or
WoS?

We retrieved the bibliography of the citing publications from
WoS and Scopus to answer Q2: Do at least one of Neupane et al.,
2019 or Willoughby et al., 2020 appear in the bibliography?

Data 3 requires a more detailed explanation given below.

7.2 Retrieve full text and extract citation
contexts used in Stages 2 and 3

Next, we discuss collecting Data 3, which is used in Stages 2 and
3. We retrieved full texts in XML format using the Crossref Text
and Data Mining (TDM) API. We developed a Python script that
automatically extracts the citation contexts of Willoughby et al.,
2014 from XML files.

Step 1. Find the bibliography entry of Willoughby et al.,
2014.We first find all publications in the bibliography containing
authors with the surname Willoughby (e.g., Listing 1).

Listing 1: A sample bibliographic reference XML element
<ce:bib−reference id="b0090">

<ce:label>[18]</ce:label>
<sb:reference id="h0085">

<sb:contribution langtype="en">
<sb:authors>

<sb:author>
<ce:given−name>P.H.</ce:given−name>
<ce:surname>Willoughby</ce:surname>

</sb:author>
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<sb:author>
<ce:given−name>M.J.</ce:given−name>
<ce:surname>Jansma</ce:surname>

</sb:author>
<sb:author>

<ce:given−name>T.R.</ce:given−name>
<ce:surname>Hoye</ce:surname>

</sb:author>
</sb:authors>

</sb:contribution>

If we only find a single bibliography entry authored byWilloughby,
we assume that it pertains to Willoughby et al., 2014. If we find
multiple bibliography entries authored by a person with the sur-
name Willoughby, we check the title of each bibliography entry.
If the title contains the text ‘guide to small-molecule structure as-
signment’, then we select this bibliography entry. Once we find
the Willoughby et al., 2014 reference XML element, we store its
reference ids, i.e., the id attribute of both the ce:bib-reference
and sb:reference XML elements.

Step 2. Locate all in-text citations (i.e., citation markers) of
Willoughby et al., 2014.We traverse the XML document for in-
text citations using the reference ids acquired in the previous step.
In-text citations are denoted by the XML elements ce:cross-ref
(for single citations, e.g., '[3]') or ce:cross-refs (for multiple
citations, e.g., '[1-3]'or '[1,2,3]'), as shown in Figure 8. If the
ref-id attribute of the ce:cross-ref or ce:cross-refs element
matches any of the reference ids, it means that the text refers to
Willoughby et al., 2014.

Figure 8: Sample paragraph and in-text citation XML ele-
ments

Step 3. Extract the citation contexts. Paragraphs are indicated
by the XML element ce:para. Starting from the citationmarker (i.e.,
ce:cross-ref or ce:cross-refs element), we navigate upwards
through the XML structure (i.e., repeatedly obtaining the parent
element) until we encounter the ce:para element. Once we reach
this element, we extract the text enclosed within it using the XPath
string() function.

Results of the digital library automation. We developed a Python
script 7 to automatically retrieve the full text of the citing publica-
tions using Crossref’s TDM API service.8

Detailed results are shown in Figure 9. We retrieved 74/284 (26%)
full texts in at least one of the following formats: plain text (63),
PDF (11), and/or XML (63). For an additional 66/284 (23%) DOIs, the
files retrieved were not usable full texts but returned only an error
message with HTML saying “Just a moment” or a PDF displaying

7https://doi.org/10.5281/zenodo.14015039
8https://www.crossref.org/documentation/retrieve-metadata/rest-api/text-and-data-
mining/

binary data. Those publications were not accessible via Crossref’s
TDMAPI. For 144/284 (51%) DOIs, our pipeline returned null results,
that is, nothing was downloaded.

Figure 9: Results of extracting the full text of the 284 DOIs
from publishers using our Python pipeline.

We automatically retrieved 63 publications with XML files, from
which we were able to retrieve citation contexts for 61. For the 2
publications where the described process failed, one contained a
bibliographic error (the author’s given name and surname were
H.W. and Patrick, respectively, instead of P.H. and Willoughby) and
the other did not contain structured XML of the article text (i.e.,
the article text was enclosed in <rawtext> tags). A lack of full texts
left 223/284 (79%) not processed. To make our triage approaches
feasible to deploy in practice, the percentage of “not processed”
publications should be significantly reduced.

The manual and automated extraction on these 61 publications
differed little: 90 citation contexts9 were manually extracted, com-
pared to 89 automatically extracted. There were only four dif-
ferences: Besides the one citation context missed, the automated
method returned longer paragraphs for 3 citation contexts.

8 Discussion
We experimented with different approaches to identify the publica-
tions that propagate unreliability. Much of our analysis is specific to
a single case: the citing publications of a computational chemistry
protocol with a code glitch. Yet based on our experimentation we
can analyze the advantages and limitations of the three approaches,
as shown in Table 4.

Our design process demonstrates the importance of expert in-
volvement. First, our system is impossible to build without experts.
HZ, who is not an expert in chemistry, proposed Q1, Q2, and Q3
that triaged out 81/284 (28.5%) in Stages 1 and 2, leaving more than
two-thirds of publications for manual review. The first expert (YF)
generated Q4 and Q5 and associated keyword dictionaries to triage
the remaining publications. The machine learning model also relies
on experts’ annotation of the citation contexts. Second, expert in-
volvement aims to maximize authors’ and editors’ trust. Using the
keyword approach, our expert can produce more specific rationales
to persuade authors and editors to check and update publications.

Yet we expect the time commitment and roles for expert involve-
ment and the choice between machine learning versus keyword
approach to be situation dependent. Sometimes educated profes-
sionals without domain expertise can write rules to triage out most
publications. In such a case, experts could verify the rules written
by the non-expert and manually check the remaining publications,
avoiding the need to analyze citation contexts (our Stage 3). When
9Among the 61 publications, 14 cited the Willoughby publication two or more times.

https://doi.org/10.5281/zenodo.14015039
 https://www.crossref.org/documentation/retrieve-metadata/rest-api/text-and-data-mining/
 https://www.crossref.org/documentation/retrieve-metadata/rest-api/text-and-data-mining/
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Table 4: Advantages and limitations of different approaches to propagating unreliability. Case: 284 citing publications of a
computational chemistry protocol with a code glitch

Approach Involvement Advantages Limitations

Base approach (Stages 1 & 2) Only non-experts - No expert is needed - High false positive rate
- No rationales for 203/284 (71.5%) publications

Approach-KW (Stages 1, 2, & 3) Experts + non-experts - Concrete rationales for
284/284 (100%) publications

- High false positive rate
- Experts cannot identify all possible keywords

Approach-ML (Stages 1, 2, & 3) Experts + non-experts - Low false positive rate
- Low false negative rate

- Minimal rationales for 203/284 (71.5%) publications
- Data labeling still requires expert labor

non-experts cannot triage most of the publications, experts are
needed to design computational routines analogous to our Stage 3,
which might use either a keyword approach or a machine learning
approach. Machine learning requires a large amount of labeled data,
which will require expert labor. Its lack of explainability is also a
severe deficiency. Thus, the machine learning approach is likely to
be suitable for high impact cases with hundreds or even thousands
of citing publications to be triaged where experts do not have the
confidence to craft keyword dictionaries even after reviewing a
fraction of the citing publications. Future work should use multiple
case studies to develop pragmatic advice for how to approach triage
in different situations.

8.1 Limitations
We only studied one case of unreliability propagation in this paper.
Our silver standard was not fully double-annotated: only 77/284
(27%) publications were annotated by both chemistry experts, while
the remaining 207/284 (73%) publications were single-annotated
then adjusted based on analysis of the disagreements with an adju-
dication policy crafted by JS with input from YF.

In order to systematically triage all publications citing the unre-
liable protocol, two challenges remain:

(1) A lack of full texts to automatically determine the questions
in the decision tree;

(2) The decision tree cannot completely reflect human experts’
decision-making process.

The Crossref TDM API from which we retrieved full texts does
not retrieve Elsevier or Wiley publications because both publishers
have their own licensed text and data mining APIs10. Metadata
from the Crossref TDM API returns information in a JSON format
that includes a tag containing the full text URL (when available) but
it is up to the user to download the full text using the URL either
manually or automatically. Metadata returned from the Crossref
TDM API sometimes has PDF files tagged as “unspecified” instead
of “pdf” (see Figure 10). The Python script we developed for full-text
retrieval is programmed to download files tagged as “pdf”, “xml”,
or “txt”, not for “unspecified” files.

Currently, our digital library implementation requires XML for-
mat, yet 11 of 74 (15%) items were retrieved only in PDF format.
For PDFs, other citation context extraction methods are needed.

10see https://www.elsevier.com/about/policies-and-standards/text-and-data-mining
https://onlinelibrary.wiley.com/library-info/resources/text-and-datamining
https://community.crossref.org/t/tdm-click-through-service/1533

Figure 10: A citing publication with its PDF file tagged as
“unspecified” in the metadata.

Our citation context extraction process has been tested on dif-
ferent publishers’ XML files retrieved via Crossref. More variance
could be expected in future collections of tagged fulltext due to
different XML Document Type Definitions or different uses of the
Journal Article Tag Suite (JATS) [8].

We could not readily identify which citing publications used the
glitched versions of the Python script to support their main con-
tribution, because these citations did not follow software citation
standards [18]. We used the citation of the protocol as a proxy for
the citation of the Python script with the code glitch. Further we
extracted sentence-level citation contexts, although in practice a
citation context can extend beyond the sentence containing the
citation marker. Because authors could discuss the protocol without
citing Willoughby et al., 2014 at all, citation context analysis cannot
truly suffice to analyze the propagation of the unreliability due to
the code glitch.

8.2 Future work
We will double annotate the remaining 207 publications to create
a gold standard dataset. We will re-evaluate our approaches on
the new dataset. We will also test whether our triage approaches
work on publications beyond our corpus: the citing publications of
Willoughby et al., 2014 that were published after July 6, 2023 when
we collected our dataset. We will study more cases of unreliability
propagation to improve these approaches.

We need more full text in computable formats (XML and EPUB),
and better methods for automatically extracting citation contexts
from citing publications, including identifying the corresponding
section heading. When only PDF full text is available, we will test
methods for converting PDF to XML using software such as GRO-
BID [10]

In the future, we will develop a framework that could work for
any input citation. We envision a future human-in-the-loop alert
system that could send alerts to the authors and editors of citing
publications deemed to be at high risk (see Figure 11), while publi-
cations at medium risk can be flagged for review by other domain
experts for examination before alerting authors. Accurate alerts

https://www.elsevier.com/about/policies-and-standards/text-and-data-mining
https://onlinelibrary.wiley.com/library-info/resources/text-and-datamining
https://community.crossref.org/t/tdm-click-through-service/1533
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Figure 11: Future research: an envisioned alerting system to
handle unreliability propagation

will be needed to avoid false positives that drive alert fatigue [23]
for authors and editors. Future work must investigate under what
conditions authors and editors are willing to check whether their
publications propagate the unreliability.

Rationales targeting authors or editors would be customized to
point out specific concerns, for instance:

“Please recheck the main contributions of [PUBLICA-
TION TITLE AND LINK]. The unreliable Script D (Neu-
pane et al., 2019; Willoughby et al., 2020) performs Boltz-
mann weighting. We found these words: [SPECIFIC KEY-
WORDS WE FOUND] in your citations to Willoughby et
al., (2014), which increases the likelihood that you have
used Script D, and the main contribution of your publi-
cation might be unreliable. For more information on our
approach, please refer to the attached fact sheet.”

The RetractoBot trial [22], which is alerting citing authors about
all past citations to retracted publications, provides an initial proof
of concept that alerting authors is feasible. Even though Retrac-
toBot emails do not request that authors check or update their
publications, at least one paper has been corrected as a result of the
project [26]. By reducing the number of alerts, an alerting system
using triaged data would reduce alert fatigue compared to a system
such as RetractoBot11 whose intervention sends alerts to 100% of
citing authors.

9 Conclusions
We investigated how to triage publications based on their risk level
of propagating unreliability, starting with all publications citing a
single computational chemistry protocol that had a code glitch.

We compared three triage approaches to a silver standard of
manual annotations by two domain experts. The base approach,
which relies on limited domain knowledge, is the most generaliz-
able. Approach-KW, using a keyword-based decision tree on top
of the base approach, provides concrete rationales, which could be
important for convincing authors and editors to take action to up-
date publications that propagate unreliability. Approach-ML, using
machine learning based on citation intention on top of the base
11https://www.retracted.net

approach, has the best performance. While all three approaches are
promising, none is in perfect agreement with the experts. The base
approach missed 60.6% (120/198) of publications that two experts
considered not at risk of propagating unreliability and incorrectly
flagged 3.5% (3/86) of publications as not at risk of propagating
unreliability. Approach-KW missed 41.9% (83/198) of publications
that two experts considered not at risk of propagating unreliability,
and incorrectly flagged 18.6% (16/86) of publications as not at risk
of propagating unreliability. Approach-ML missed 10.6% (21/198)
of publications two experts considered not at risk of propagating
unreliability, and incorrectly flagged 17.4% (15/86) of publications
as not at risk of propagating unreliability.

To improve the triage of citing publications, we would like to
more fully capture the experts’ decision processes, such as by iden-
tifying additional questions to use in our decision tree. We also
need to explore how to better leverage scientific digital library in-
frastructure, to retrieve more full text, and to better extract citation
contexts from full text. In the future, we will generalize our triage
strategy by investigating other unreliable cited sources. We will
incorporate this work into human-in-the-loop alerting that digital
library maintainers, editors, and authors could use to triage publica-
tions that may propagate unreliability and maintain the reliability
of scientific digital libraries.

Data and Code Availability
Our silver standard annotation with chemistry experts’ annotations
and human-extracted citation contexts is available at [28]. Our
protocol for double-annotation is available at [27]. Our code for
citation context extraction and citation clustering using similarity
measures is at https://doi.org/10.5281/zenodo.13921537. Our code
for triage approaches is at https://doi.org/10.5281/zenodo.14166498.
Our code to automatically retrieve full text publications from the
Crossref Text and Data Mining API is at https://doi.org/10.5281/
zenodo.14015039.
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